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Abstract

This work introduces a unified framework for analyzing games in greater
depth. In the existing literature, players’ strategies are typically assigned
scalar values, and equilibrium concepts are used to identify compatible choices.
However, this approach neglects the internal structure of players, thereby fail-
ing to accurately model observed behaviors.

To address this limitation, we propose an abstract definition of a player,
consistent with constructions in reinforcement learning. Instead of defin-
ing games as external settings, our framework defines them in terms of the
players themselves. This offers a language that enables a deeper connection
between games and learning. To illustrate the need for this generality, we
study a simple two-player game and show that even in basic settings, a so-
phisticated player may adopt dynamic strategies that cannot be captured by
simpler models or compatibility analysis.

For a general definition of a player, we discuss natural conditions on
its components and define competition through their behavior. In the dis-
crete setting, we consider players whose estimates largely follow the stan-
dard framework from the literature. We explore connections to correlated
equilibrium and highlight that dynamic programming naturally applies to all
estimates. In the mean-field setting, we exploit symmetry to construct ex-
plicit examples of equilibria. Finally, we conclude by examining relations to
reinforcement learning.
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1 Introduction

Game theory, like every branch of mathematics, explores fundamental concepts for
systems that are as general as possible, where individual components have potential
choices to make. The opportunities for exploration are vast and deeply complex,
with implications across a diverse array of fields. These include societal structures,
competitions in numerous games, various dynamics of businesses, computational
decision processes, financial models, and many more. Recent advancements have
even surpassed human capabilities in various domains, prompting increased efforts
to better understand our brains, the most fascinating dynamic system.

To motivate our goal intuitively, consider a swarm of self-driving cars operating
in a city. From the traditional game-theoretic viewpoint, one might analyze the
density of cars on the streets and emerging traffic patterns. For such a problem, it
is neither feasible nor meaningful to account for the detailed internal structure of
each vehicle. As a result, however, it cannot be used to specify or simulate how the
cars themselves make decisions. We remark that such traditional methods remain
rooted in a central-planner perspective. Roughly speaking, equilibrium concepts
involve solving a control problem, augmented by a compatibility condition among
agents’ strategies. When the goal is to design optimal policies within well-defined
environments, the traditional framework remains appropriate. However, when the
focus shifts to designing complex players themselves, such as those enabled by
modern reinforcement learning, the available methods are powerful, but a unifying
language is lacking. This work aims to fill this gap.

The main approach of this work is to separate the concept of player from the
external settings we design. This will provide a broader perspective on games, in
which multiple complex decision-makers interact. In the literature, when there is a
single decision-maker, designing external rewards in the environment guides which
future observations the player will prefer. This, in turn, provides strong guidance
for designing players that act in our interests. Still, designing players to tackle
real-world problems requires significant effort beyond setting up the environment.
We emphasize this perspective because once there is more than one player, the
expressiveness of setting up the environment diminishes. We argue that omitting
the structure of players and considering only stability conditions over the set of
strategies cannot provide a sufficiently rich understanding.

Let us discuss two illustrative examples of competitive settings. The first con-
cerns one of the simplest competitive games, rock-paper-scissors. Suppose a player
competes against ten opponents in a tournament and can perfectly generate a uni-
form distribution over actions. Will the player choose the uniform equilibrium
strategy? In that case, winning the tournament is highly unlikely. Of course, an
equilibrium strategy is unexploitable, but players aiming to win the tournament



would naturally avoid it. Recognizing that no one would actually use the uniform
strategy, the player’s goal becomes twofold: to estimate the opponents’ behavior
and simultaneously to deceive their estimates. This shows two simple but crucial
points: (i) for competing players, the objective is not to be unexploitable, and (ii)
the essence of the game lies not in its formal rules, but in the players themselves.
Even when the setting is simple, the strategic interplay among players can exhibit
profound complexity, revealing that competition lies not in the game’s structure but
in its participants. The second example conveys the same ideas, but relies on the
structure of the game rather than human sensory interactions. Suppose two players
repeatedly change states in 0, 1, with their actions representing transition probabil-
ities. One player aims to “catch” the other, while the second aims to “evade”; their
rewards are defined in a zero-sum fashion. The same question arises: will they
simply choose equal probabilities to remain unexploitable and earn nothing on av-
erage? In reality, if the players are truly competing, they will constantly change
their strategies. For instance, the evading player might begin appearing in state 1
more frequently to lure the opponent into following, only to deceive them for a
short-term gain. Note that no equilibrium strategy yields more than zero expected
gain for either side, yet that is not what the players seek. The example motivates
that competition is defined not by convergence, but by the very effort to avoid it.
Hence, in the next section, we will say that players are cooperating when their be-
haviors actually converge. As these examples show, such cooperation may occur
involuntarily, when one player seeks merely to remain unexploitable.

In Section 2, we introduce the main definition of a player, and discuss some
intrinsic objectives of their components. In Section 3, we explore discrete games,
treating mainly the standard components as estimates of the player. After present-
ing specific estimates, we define uncertain equilibrium to impose conditions such
as optimality and recurrence. We then refine this notion by adding further condi-
tions such as consistency and psychological states. This allows a richer character-
ization of both players and the equilibrium concept. We also demonstrate connec-
tions between our optimality assumption and the concept of correlated equilibrium.
Later, we present a toy two-player game to illustrate the dynamic nature of games
in the simplest settings. In Section 4, we examine mean-field games with constant
estimates, except that the representative player estimates the population strategies.
As observations can be generated by relying on symmetries, we introduce a learn-
ing algorithm with explicit uncertain equilibrium. In Section 5, we provide further
connections to core structures in reinforcement learning, present a basic learning
algorithm that does not rely on standard value-based methods, and review related
concepts in multi-agent reinforcement learning.

Some related literature. Classic non-cooperative game theory traces back to
the von Neumann-Morgenstern seminal work [1] and Nash [2]. We refer to the



book Maschler-Solan-Zamir [3] for a comprehensive treatment. There are many
notions of equilibrium, and we highlight the correlated equilibrium introduced by
Aumann [4]. The author raises common criticisms of the classic Nash equilibrium
and introduces correlated equilibrium, which incorporates randomness in players’
strategies. A correlated equilibrium is a single distribution over the players’ strate-
gies and is therefore typically motivated by a mediator who draws from this dis-
tribution. However, a single distribution cannot capture the differing knowledge
each player may possess. Because of this structural connection, we will offer a
comparison after introducing the uncertain equilibrium for discrete games.

Critiques of treating equilibrium concepts as central to games appear across
several literatures. Kadane and Larkey [5], for example, adopt a subjective per-
spective, formalizing views that had previously been discussed informally (as re-
flected in the Editor’s Note) and bringing them into the management science frame-
work. In the multi-agent reinforcement learning literature, the technical note by
Shoham, Powers and Grenager [6] (see also [7]) criticizes the lack of conceptual
clarity arising from the unjustified use of equilibrium concepts as both learning
objectives and evaluation criteria. In the behavioral game theory literature, Wright
and Leyton-Brown [8] demonstrate that Nash equilibrium is a poor description of
human behavior even in simple games, and provide a systematic comparison of
different models of human behavior. We remark that all such models still omit a
model of the human itself, mapping an external game description directly to a dis-
tribution over actions. Hartford, Wright, and Leyton-Brown [9] demonstrate that a
neural network, essentially a function approximation, outperforms all such behav-
ioral models. This strengthens the motivation for this work, as we argue that the
primary modeling object should be the players themselves, and that games cannot
be reduced to their external descriptions.

Learning in games has a rich literature, beginning with Brown [10], who intro-
duced the notion of fictitious play. Players are assumed to have predefined learning
rules, and the question is whether the long-run average of observed actions con-
verges to an equilibrium. Although such convergence is not always guaranteed
(see, for example, Daskalakis et al. [11]), Hart and Mas-Colell [12] combine regret
with fictitious play to show convergence to correlated equilibrium. For a compre-
hensive treatment, see the book Fudenberg-Levine [13].

To address games with a large number of players, where equilibria become
intractable, Lasry-Lions [14] and, independently, Huang-Malhamé-Caines [15] in-
troduced the concept of mean-field games. Since then, the framework has been
extensively studied. In this setting, agents interact only through the empirical dis-
tribution of their states and are indistinguishable from one another, allowing a con-
tinuum limit to be identified with a representative agent. We refer the reader to the
excellent two-volume book Carmona-Delarue [16, 17].



In our framework, players may favor having a large collection of estimates,
each of which must be learned from observations. We cannot hope to cover every
relevant learning algorithm and its extensive literature, however, we will highlight
some connections in Section 5. Here, we would like to point out the diverse work
on random value functions. We also advocate that the value is fundamentally un-
known to a learning player and is one of the main sources of uncertainty in plan-
ning future behavior. We refer to Thurstone [18], Luce [19], Block [20], McFadden
[21], Train [22], and references therein for discussions rooted in psychology and
economics. One of the oldest approaches is Thompson sampling, introduced in
Thompson [23] and recently popularized by the empirical study Chapelle-Li [24].
Upper confidence bound algorithms in the context of multi-armed bandit problems,
see for example Auer et al. [25], can also be viewed as a random value approach.
Lastly, let us mention Bellemare-Dabney-Munos [26] who prominently promoted
modeling the value function as a random variable in the context of Markov decision
processes with applications to reinforcement learning.

2 Definition of Players

In this section, we provide a definition of a player and elaborate on general re-
quirements we may impose. At the end, we also define cooperation and competi-
tion through their behavior. Let us first introduce some preliminary definitions and
notation:

e Universe, or the environment, is an abstract probability space (%, F¥, P%);

e P(E) denotes the set of probability distributions on an arbitrary set E;

e £ is the space of observables, and & is the set of finite sequences of &;

e A is the space of actions, and # is the set of finite sequences of A;

e M~ is the set of functions taking values in A, called the space of behaviors;

e My, is the set of functions, called the space of estimates.

Similar to actions, we are keeping observables abstract. We have not yet spec-
ified the domains and ranges of the estimations. Also, ¢ denotes an index for
estimates. We will introduce a collection of them in the upcoming sections.

In the realm of games, a player is defined by a sequence of observations, a
collection of estimates, and a sequence of actions, all of which may be highly
complex. We now introduce a definition of a player:

Definition 1 We call (O, 2y, Y) a player in the environment (Q%, F*,P*) with



observations O, learning algorithm Ly, and with behavior Y, where

O :QY¥xAxN-—>E,
Ly 1EXMyx My = My, (2.1)
T & XMyx My - Mr.

From the perspective of mathematics, the question is what natural conditions can

be imposed on this collection of functions defining a player. We begin with the
consistency condition for the observations:

Definition 2 We say a player has consistent observations, if

O(w",a.,n) € & is a subsequence of O(w*,a.,n + 1) € &
if a. € A is a subsequence of a. € A, forall n € N,o" € Q"

We note that O sets the connection between the environment and the player, and is
not available for the player to evaluate.

Next, we define a recurrence condition for a player’s behavior. To do so, we
first introduce the following definition:

Definition 3 We call
" Q¥ xN = My

the planned behavior of the player at age n, where

" =T"0,"L,,"7IT) € My,
"Ry = L,("0," 12, "TIT) € Mo,
"0 =0* " '.n)eét,

"I =T, " (") € A.

These functions "(Y, £y, 0, 1) := ("Y,"8,,"O,"I) with domain Q¥ x N
are determined in the order »~ 11 — "0 — "8y — "Y. Behaviors in M~y
depend on Q%, and evaluating at w¥ yields a sampled (or observed) action. That
is, for Y € M~, we denote K Y (w*, -) as the action taken, suppressing the rest of
the unspecified domain. Let us point out that a player might have the capacity to
generate randomness independently of the surrounding environment. For now, we
do not explicitly track potentially independent probability spaces, such as those a
player might use to sample randomness, but instead include them within the general
environment. Along these lines, only the component of w¥* € Q¥ that is relevant
to the random variable under consideration is taken into account.

We are now ready to introduce an intrinsic concept for the behavior of player.
Let us equip the space M~ with a generic metric d and define:



Definition 4 We say *Y € M-~ is a (r, §)-recurrent behavior for a player, if
]P’“(liminfd(*T, Yy > r) <$.
n—->oo
Also, we say *Y is almost surely a recurrent behavior of the player if r = § = 0.

In words, we classify behaviors that may occur infinitely often as the player ages.
Finally, let us turn to the more intricate task of imposing conditions on esti-
mates. Motivated by the brain’s predictive nature, we introduce a notion of a player
that estimates future abstract representations of observations. This lies at the core
of behavior, and, roughly speaking, decision-making is about forming preferences
over future observations. If we formalize observations as states, rewards, and ac-
tions, then it becomes crucial to understand the future states, rewards, and actions
of other players. Then, we designate preferred future observations as those with
higher total rewards. Given that observations are high-dimensional and complex,
a player may need to simplify the task. For example, with visual observations,
instead of predicting future pixels directly, one typically first forms useful em-
beddings to facilitate prediction. In case of actions, a player might estimate only
intensions or goals of an oponnent. A similar reduction applies to rewards, rather
than predicting future rewards directly, one may aim to learn the expected future
reward. A more sophisticated agent might aim to learn a distribution of rewards.
To add structure, we introduce objects and relations formed from observations
as the first layer of estimates. Let Nop; C N be an index set for different objects.

For each j € Ngy;, let E ({Lj denote the space of states for object j. Finally, let E|
be a space representing the set of relations. Then, let

Mobj = {8 g HjEj }, Mcon = {HjE

j Nob'
obj — 27,

obj

and Mg = {T;EL x 2N 5 By

obj

Correspondingly, we have the learning algorithms
z{obj,con,rel} DN M(p X My — M{obj,con,rel}

Then, "L4p; € Mop;j is a mapping from observations to states of identified objects.
The mapping "£con € Mcon Creates connections between those objects. Finally,
"8 el € M assigns relations to connections, which may take the form of discrete
tags or numerical values. All of these learning algorithms may depend on past
observations, estimates (denoted generically by ¢), and the behavior mapping.

Now, the one-step prediction problem can be formulated as the task of model-
ing the next objects and relations. To represent this, let us introduce

Mpre 1= {Q¥ x T1; E({bj x 2Nobi x Er x A — T1; E({bj x 2Novi 5 Eyy)
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along with the learning algorithm £ and its realization " £, € M at age n.

Definition 5 We say (¢obj, @cons Prel, Ppre) € (Mobjs Mcons Mrel, Mpre) is one-step
g-predictive under some metric d on P(Eqp;j X 2Novj % Er), if

liminfd (Law(* T E|"O," 1), Law(gpre(@™," E," Y (", ))["O.") ) < &,

n—o00

where "E := (‘pobj (n O) > Pcon ((/)obj (n O))a Prel ((pobj (n O)a Pcon ((pobj (n O))))
P¥-almost surely.

We note that ¢, is typically a random variable whose law models the distribution
of "T1E_ Let us also point out a potentially confusing notation. Given (*O,"I),
the realized action " Y (w", -) is determined, whereas @, (0", ) typically includes
an independent component to model a distribution.

Let us discuss some examples to motivate the definitions above. Some related
references will be provided in Section 5.
e We can simplify by considering the overall state of the environment as an obser-
vation, treated as a single object without further decomposition and connections.
And, ¢ may assign values to those states. In this case, ¢y models the one-step
transition probabilities of the whole state, viewed as a random variable, and the
next value associated with it.
¢ Encoding the external environment is typically necessary. For humans, for exam-
ple, the eyes encode visual observations from the environment. In the context of
machine learning, a suitable neural network architecture carries out the encoding.
Various objectives may be assigned to encoders, and ¢, represents the predictive
one, which might be the next embedding, a reward component of the observations,
or another useful aspect of the observations for a given task.
e Instead of encoding the environment as a single object, one may construct many
objects, each with its associated states. Then, for example, ¢.on may form pairs,
and @] may assign attention values.
e Similarly, in the context of large language models (LLMs), objects can corre-
spond to token embeddings. Here, ¢.on, forms pairs, connecting each future token
to all previous ones (forming a triangular matrix), and @, uses keys and queries
to assign weights to these connections. This constitutes only a small component of
such models.
o In the context of chess, objects can be defined as pieces together with their po-
sitions on the board. A player may then assign a large number of connections
between such objects through a highly dynamic ¢..,, for example between pieces
that protect each other or among larger groups representing the overall arrange-
ment. Then, ¢ may assign values to each connection, and ¢, may model the
behavior of the opponent.



Let us emphasize that the aim of this work is not to design new learning al-
gorithms for estimating future observations. Our objective is to reframe common
game settings from the perspective of the player and to introduce a concept of equi-
librium via conditions on (O, Ly, T). Furthermore, we emphasize that designing
a player can be far more involved than setting up the game itself. We argue that
understanding complex interactions between players cannot be reduced to the ex-
ternal setting of the game under consideration.

When there are multiple players, we keep track of them using the index i €
No := {1,2,...}. For any symbol ¥ introduced in the definitions above, we set
1} = nieNo ¥'. In this case, £, the space of observables for player i, usually
includes the actions or states of the other players. They interact and influence one
another, and their collective recurrent behaviors * Y form a basis for an equilibrium.

Lastly, we introduce notions of cooperation and competition defined by the
players’ behavior rather than by the structure of the game itself. The goal is to
separate these concepts from the external setting and use them to clarify our objec-
tives when designing players. In essence, we ask whether the players we model are
meant to exhibit stable, convergent behaviors, or to continually generate diversity
through dynamic interaction.

Definition 6 We say players ((5,5:7,(/,,?) in the environment (Q¥, F*,PY) are
eventually cooperating at * Y € M~, if

P"(limsup sup d(* Y1, "YY) > 0) =0.

n—>o0 jeNp
We say that players are indefinitely competing, if for any Te MT,

IP“(limsup sup d(Y'," YY) > 0) =1.
n—>o0 jeNjp

As an illustration, consider a simple setting of algorithmic price competition
between two firms. Although the environment is designed to be competitive, if
each firm’s pricing algorithm learns that the competitor’s prices tend to move in
a positively correlated manner, both algorithms can quickly converge to stable,
elevated price levels. In this case, we regard the firms as cooperating, even though
the underlying game remains competitive.

3 Discrete Games

Let T = N denote the time indices, and S; be a measurable state space for each
t € T. SetS := |J,e S¢. For arbitrary set E with Borel o-algebra B(E), let



‘P(E) denote the set of all probability measures on £. We will always consider
discrete indexing to avoid discussions on regularities and measurability.

Take Q := [[,cr S¢ as the canonical space. Define X : T x € — S as the
canonical process: X; : 2 — Sy, and X;(w) = ws foreachw € X andt € T. Let
FX denote the filtration generated by X. We always require any function defined
on T x € to be Markovian, similar to the canonical process, and denote their
parameters as (¢, x) where it is understood that x € S;.

We use i € Ng := N \ {0} as the index for players. For any i € Ny, let A»*
be the action space of player i at (¢, x) € T x S. Introduce

At,x - 1_[ At,x;i’ A = U At,x’ Ai = U At,x;i‘
ieNg (t,x)eT xS (t,x)eT xS

Let us also introduce the space of controls;

Ai={a:TxQ— A" @ a(t,x) e A V(,x) e T xS}, VieNg

and set A := [[;en, A" .

For the connection between players and the environment, let £ denote the
space of observables for player i, and set &' as the finite sequences of £'. Similar
to previous notations, set & := [Tien, g and = [Tien, € I, We will state every
estimate as depending on (¢, x), ansl hence we will assume T x Q C &£'. Also, set
A' as finite sequences in A’, and A := [];cn, A’

As for the learning parameters, we will now begin to introduce horizon, tran-
sitions between states, transition costs, state values, potential behaviors of other
players, optimal controls and expectations of the players. Our choices are inher-
ently limited as a player might be arbitrarily complicated. Our aim here is to restate
the general setting for many of our games in the perspective of player , and demon-
strate the concept of uncertain equilibrium. For simplicity, we will temporarily
disregard the index i and focus solely on the perspective of a single player.

First, we let players have a horizon T. Players cannot predict the future in-
definitely with reasonable accuracy. In other words, as the horizon of prediction
increases, the distribution of the state process contains progressively less useful
information, eventually rendering it useless. Thus, let

MT::{T:TxQ—nr} 3.1)
be the space of all such functions, where the corresponding learning algorithm will

take values in. Notice that we allowed the horizon to depend on the state, since
the player might be able to project further in well-trained states. More importantly,
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rather than a fixed time, one can consider a stopping time 7 @) (5,y) 1 (TxQ)*> —
T, where 7@ is a stopping time for the future estimated process in (3.3).
Next, the player have an estimate of the transition probabilities;

p:TxQxAxS—>R', where
p(t,x,a;-) is aprobability measure on S;41, (3.2)

forallt € T,x €S;, anda e ALY,

Similarly, introduce M, as the space of all such mappings in (3 2).

Given p as in (3.2), an initial (¢, x) € (T,S;), and @ € A, player induces a
distribution P*® := PPi-X& for the canonical process as usual; for all 7 < s and
(X,7) € (Sy,Ss+1), initial condition is P**: “(X =Xx) = 1and

PY5%(Xs1 = yIXs = B) = pls, 8,85, %) y). (3.3)

Note that relaxed controls further integrate over the distribution of controls to de-
fine (3.3). We instead integrate the value below.

It is crucial that players learn about other players’ behavior. To fully under-
stand any complex game, we cannot overlook this fact. Knowledge of opponents’
strategies intrinsically alters the observed events within the game. Even a player’s
value depends on it, as different opponents might tend to employ varying strategies.
Consequently, the value associated with a strategy cannot disregard the opponents’
reactions. Thus, we assume that a player learns potential controls of others based
on their own control;

[T x A — P(A) andset [ (da) = [l (a;da) = [ (1,0)(dd) (3.4)

Denote Mt as the space of all such mappings. We remark two points for (3.4):
(1) We assume that players model the others potential controls depending on their
own control. However, one might model that this depends on the path of states
of the players, or any other observables are legitimate as long as the cost (3.6) is
well-defined.
(ii) For competing players, a sophisticated player might have an estimate on how
their actions could be exploitable in order to deceive an opponent, deviating their
[" from their actual planning. To not only compete with but also cooperate with
other players, they may need to generate reliable estimates of the actions of others.
In the two-player game discussed in Section 3.1, because the costs to the players
depend on each other’s states, omitting this aspect from the player model won’t
accurately capture the observed dynamics.

An important notion to introduce is the value of a player. As future observa-
tions are ranked by some associated rewards, value function captures a qualitative

11



information about the future rewards for a given strategy. Now, we introduce tran-
sition costs and state values:'

F:QXTXQXA—)R, $:Qx']I‘xS2—>R, 3.5)

and let MF, My denote the sets of mappings as in (3.5). An important differ-
ence is that the player models these as random variables on some probability space
(Q, F. I[A”), which we are now explicitly separating from the environment and view
it as an independent component of it. In particular cases, it might be useful to
characterize the measure space (Q, F , I[A”), however, once can also fix a sufficiently
large probability space and concentrate on the random variables. We remark that
state value QAS induces an ordering on states, and reaching a particular state by differ-
ent intermediate paths, or different set of actions might have varying costs, which
is aimed to be captured by the transition cost F.

Now, given (f“,ﬁ,f‘, 13,43) € Mr X Mp X Mpr X Mg X Mg, the value of
player becomes

J(t, x;a) = /ﬁ J(t,x;8)[:(0;d&@), where denoting EX5% ;= IEPZ'X’a,
A

t+T—1 (3.6)
J(t, ;@) = ]E”x’“[qg(t + T X, )+ Y Fs X dls, XS))],

s=t

which is a random variable on Q. Set tMg as the space of all such functions (Q X
T x Q x A" — R). We point out that requiring a random variable instead of a
distribution allows us to refer to samples.

We remark again that a general abstract setting might be a simplification, and
there might be many layers of various estimations, such as objects and their rela-
tions, before a player actually constructs its value estimate. Indeed, it may be the
case for every other estimate too. Transition probabilities might be estimated from
simple frequency analysis, or could be modeled by large attention architectures. In
fact, a truly complex player, such as a human, would not only adapt existing esti-
mates and behaviors, but also develop new types of estimates and behaviors over
time. Just as a child starts with limited capacities and gradually acquires a rich
repertoire, such dynamic structural growth might indeed be essential for modeling
higher-order intelligence. While this remains far beyond current work, it represents
a compelling direction for future research.

'We use cost and value interchangeably. In the case of scalar objectives as in this work, distinction
is more pronounced. However, for multi-objective frameworks, there is typically no binary choice,
but rather a continuum of choices.

12



Let us recall the game of chess, which serves as an excellent example to keep in
mind throughout this work. In chess, p yields deterministic transitions. However,
a player does not know what actions the opponent will take within {¢,...,¢ + f},
and beyond that, it is unclear what the transition costs of actions or the value of
being in a particular state at ¢ + T might be. These are all crucial components
for a player to learn. Notably, the heuristic values assigned to pieces are designed
to guide players in learning F and q3 While simplistic, these heuristics serve as
an initial guide. Moreover, as we have mentioned, knowledge about the opponent
can alter the values of strategies, which is captured in (3.6) abstractly. Let us also
emphasize that the player’s horizon may depend significantly on the current state.
Towards the endgame, for instance, a well-trained chess player might be able to
estimate many steps ahead, whereas this ability may be considerably more limited
during the middle stages of the game.

As the player faces the optimization problem (3.6), it is not always feasible to
solve for the optimal control. When T =1, the problem might be relatively simple,
allowing for straightforward searches for e-optimal actions. However, for longer
horizons, the space of potential controls becomes excessively large, complicating
the search for optimal solutions. To formalize this, let us first define

a =% G if als,y) =als,y) Vselr,....t+ Tt x)—1} y €Sy
Under this equivalency relation, we introduce the quotient space
ALY = Ai/ L

And then, to incorporate the potential difficulty and uncertainty in identifying the
optimal control, we introduce the next policy estimation;

A:QXxTxQ — A where,

g . (3.7)
a(d,t,x) e A% V(D t,x) e QxT xS,

Here, at (@, 1, x), 7 approximates the potential optimal controls for J(®,1, x, -),
which will be dictated by the equilibrium condition below. We remark that Q might
have a component for both value and policy, which we don’t keep track explicitly.
For example, we might have a collection of events where the value is determined,
whereas 7 is still a random variable. Set M, as the set of functions as in (3.7).

Now, even when optimal control can be solved exactly, uncertainty over the
value will naturally induce a probability distribution over controls. First, introduce
the space of behavior M~ as functions of the form

T:QxTxQ — Al (3.8)

13



Then, we introduce a behavior in a straightforward manner from the current esti-
mates as follow;

T :IMyMy — My where,

N R A (3.9)
T(7) = (b, t,x) — 7 (D, t,x)(t, X))

Here, behavior is choosing the immediate action assigned by the policy, and reflects
the randomness induced by both the value and policy. This behavior is typical for
the learning or playing phase and is, in essence, similar to Thompson sampling
adapted to our framework. During a competition phase, one might choose a differ-
ent Y as deterministic, selecting the action corresponding to the mode of them. In
particular situations, such as performing surgery, it is not only wrong but also un-
ethical to forgo the most likely action and instead select one at random. Moreover,
a player may adjust its behavior to occasionally select unlikely actions, exploring
states that are disadvantageous or even entirely unseen when facing a weak oppo-
nent.

It is important to motivate the role of randomness in value, which then induces
a probability distribution over actions by (3.9). Recall that in sufficiently complex
settings, such as chess, values are inherently unknown and must be learned through
significant effort. That is, the randomness of the value models what is unknown
to the player. One key role of randomness in value is to allow players to explore
systematically. If the player is not satisfied with the current value estimates, it is
natural to shift the estimates for unexplored controls, or their outcomes, toward
higher values, in anticipation that they may achieve better results than current es-
timates. This approach naturally leads the player to search for controls yielding
more satisfactory outcomes. We will demonstrate a toy version for the two-player
game in Section 3.1. This approach aligns with the common intuition that a better
understanding of values should lead to less uncertain strategies.

Now that we have introduced the spaces of estimations and behavior, let us turn
to players as in Definition 1. Observations may come from real-world experience,
or, in the mean-field regime, players can generate observations by assuming that
every other player is identical. For multiple players, we define the observations as
mappings of the form

O : Q" x AxN — € (3.10)

satisfying consistency as in Definition 2. We then set 0= (01, 02%,...).

Next, we formally acknowledge the existence of learning algorithms. We say
a collection of functions Sfp forp € {T, p, T, F, ¢, m} is the learning algorithm of
player i. Recall that M7, Mp,, M, MF, Mg, My respectively denote the spaces
of estimations as in (3.1), (3.2), (3.4), (3.5), and (3.7) respectively. Then, learning
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algorithms are in general of the form
£ 8 x MMy x My —> My, Yo €{T.p,I.F.¢.7}. (3.11)

Let us remark that, although it was not necessary, we introduced Y explicitly given
the other estimations. In its given form, it is a value-based approach in reinforce-
ment learning (see Section 5). However, learning algorithms in (3.11) are crucial,
and we do not attempt to simplify them. For example p and I" might be defined
directly from observations by keeping frequency statistics. Although this allows
them to be more trackable, they are limited to simple settings. Our motivation in
this work is to emphasize their inherent complexity instead. They must be subject
to evaluations of their respective objectives, such as in Definition 5.

Lastly, to introduce the estimates and the planned behavior of players, we de-
note the priors as

°f ¢ A, and °8,€ M, Voe{T.p.T.F.¢.7}.

This sets Y as in (3.9). Then,

Y =Y("8)) € My, VieNp

", = L("0N T I € My, Vo € {T.p.T.F.p.7}i € No
"0 =0, 'I,n) €6,

T =LY, 1, x), ..., "T (.1, X)) € A.

(3.12)
Also," (87, 8y, 81, LF, £¢)i defines " J# (t, x; ) as in (3.6), and we may use the
notation "¢' := "&£, if convenient.

Definition 7 (Uncertain Equilibrium of Discrete Games) We say that players
(0,84.7Y) admit *Y € M~ as an (e, r,8)-uncertain equilibrium under metrics
d' on :Mir, if for any prior 0] € A,

(i)

limsup sup / ( sup TN (@, b, x, @) ="T (- "RL)(D, 1, x) )I@’(dc?)) <e,
n—>00 jeNg JQ * geAl
(ii)
]P’”(liminf sup d(*Y,"YT) > r) <

n—0o0 i€eNp
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Note that condition (iii) aligns with the recurrence defined in Definition 4. We
further impose condition (ii) on estimations to obtain a more favorable notion of
equilibrium. Later in this section, we will introduce an additional learning param-
eter and discuss how to incorporate it into this definition.

Let us revisit the example of chess. Consider a well-trained chess player, and
suppose the game is nearing its end. At this late stage, there are often config-
urations in which subsequent moves are certain. That is, a particular action has
an induced probability of one, and remains unchanged as the player continues to
learn. Similarly, at the opening of the game, the player might have a distribution
over different openings. Although we will not observe the same opening in each
game, for a well-trained player this distribution may evolve only over long time
scales. On the other hand, there may be many configurations where learning con-
tinues indefinitely. We remark that d is an arbitrary metric on functions of the form
{Qi x T x © — A’}, which can be designed to reflect these considerations.

Notice that we require players to approach a particular behavior independent of
their previous history. Such independence implicitly requires that players explore
sufficiently diverse behaviors to be able to reach this equilibrium. Furthermore,
since players may be exploitable, they often change their behaviors. However, an
equilibrium is one that recurs infinitely often.

To briefly elaborate on how players might solve their own optimization prob-
lems, they may do so by revisiting past observations with evolving estimations.
As the player accumulates observations (that is, as n increases) and recalls past
observations, the exploration of potential scenarios under the current estimations
"@! aims to capture the term SUPgeai '/ !(&,t, x,a). During this revaluation and
exploration process, new strategies may be discovered, or an updated assessment
of value might lead to changes in 7. Condition (ii) in the definition of uncertain
equilibrium implies that players have explored potential strategies and are capable
of generating the best ones under various scenarios of Q as learning continues.

On the other hand, the values of the player are driven externally. Not only
is there no universal notion of what holds higher value, but values often involve
multiple, conflicting objectives. These are shaped by needs, interactions, and self-
evaluations, as reflected in the remarkable diversity of values across individuals and
societies. In settings that we design, scalar values are again externally assigned to
observations, and the value function is a representation of these assignments.

The choice of liminf instead of limsup is important. As mentioned in the In-
troduction and in Section 2, we interpret convergence of behavior as cooperation
between players. By using liminf, we require that a particular behavior remains
favorable and is used infinitely often, though not necessarily always.

Let us briefly explain the role of (e, r,§), which we take to be uniform over
players for simplicity. Firstly, ¢ characterizes how effectively players can solve
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their respective optimization problem. Next, r measures how closely the distribu-
tion of strategies approaches the equilibrium infinitely often. Lastly, § reflects the
likelihood that an equilibrium will be observed. Recall that P* is associated with
the universe in which the players exist; this may depend on the real underlying
dynamics, and random choices generated by each player.

We remark that the planned behavior # Y (-, ¢, x) in (3.12) is a function of the
form N x Q% — A% thus a discrete-time stochastic process taking values in the
space of actions available at (¢, x). From this perspective, an uncertain equilibrium
can be viewed as a recurrent point of this process. The primary interest lies in
understanding the evolution of this process under a specific design of player.

We now clarify the similarities to and differences from the concept of correlated
equilibrium. To do so, we examine the optimality condition in Definition 7 of
uncertain equilibrium (simplifying notation by omitting n n) as follows:

[ JH @, 7 ()P (d) = / / JH @, ) # () da)P(dd)
Q QJA
and since ['! € P(.Zt) (see (3.4)),
[ [ (7 (6): da@)P(d &) € P(A) (3.13)
Q

To connect with the concept of correlated equilibrium, consider any p €
P(.Zl) By disintegrating p with respect to its i-th component as p(da) =

’(d alat)p' (dat), we identify that p~* corresponds to [ and p' corresponds
to IP’(a)) > Roughly speaking, the equilibrium conditions can then be expressed
(using simplified notations) as follows:

Nash-type Equilibrium: / / sup Ji@ a Hpt(dala')p’ (da')
iJA &

Correlated Equilibrium: / sup / Ji@ a e (dalat)p' (da')

Uncertain Equilibrium: / sup / H@,a,a HI'@:da)Pdo)

Coarse Correlated Equilibrium: sup/ A /ﬁ Ji@ a HpH(dalat)pt (da')
S )i

The supremum over & has different dependence in each equilibrium concept. In
the Nash-type equilibrium?, it depends on @~; in the correlated equilibrium, it

20ne can extend p~* to the full A by the Dirac distribution on o for the i -th marginal, which is
also the case for 7.

3We refer to this as a Nash-type equilibrium due to its structure; however, as it is potentially
impossible to satisfy, such a concept does not, to our knowledge, appear in the literature.
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depends on «'; in the uncertain equilibrium, it depends on @; and in the coarse
correlated equilibrium, it is independent of the controls. We replace 7 with supg;
to reflect the optimality condition, and P plays a role analogous to p'. However,
the key difference is that the correlated equilibrium, similar to the Nash equilib-
rium, considers deviations that do not affect other players, whereas in uncertain
equilibrium, changing one’s strategy influences others via learned estimations.

Recall that if regret, defined analogously to the correlated equilibrium, is sub-
linear, then the time-averaged empirical distribution of actions converges to a corre-
lated equilibrium. Considering the estimated distributions over strategies in (3.13),
one might expect all players to eventually induce the same distribution in sym-
metric situations. However, in general, there is no reason to expect that a single
distribution characterizes every player’s considerations. Moreover, a similar crit-
icism applies to regret definitions, since changing prior actions would typically
influence the future strategies of others.

The concept of Nash equilibrium focuses solely on controls, according to their
associated scalar values, inherently excluding the intrinsic structure of a player.
For example, in situations where a central planner announces policies for individ-
ual agents, such as environmental regulations, traffic management, public health
initiatives, with the knowledge that every individual will act according to their own
assessment of value, the Nash equilibrium is the appropriate framework. The cen-
tral planner needs to model agents’ individual values to construct stable policies.
In such cases, it is not meaningful to model each and every player in detail through
their learning algorithms. We also remark that the Nash equilibrium requires play-
ers to have exact knowledge of the strategies of others. In the pure equilibrium
sense, this instability is significant enough that an equilibrium may fail to exist
even in the simplest games. To address this, one typically adopts relaxed controls,
which is essential, though not motivated by player design.

Let us highlight the importance of incorporating additional learnable param-
eters into our framework. This could include encoding raw observations, estab-
lishing communication protocols, and many other spaces of estimations to design
more sophisticated player. One such simple yet interesting parameter is a player’s
expectation regarding the best achievable outcome, which defines a notion of re-
gret for the player and alters the characteristics of exploration, as demonstrated in
simplified form in Section 3.1. Consider functions of the form

B:TxQ—>R (3.14)

and all the related definitions similar to other learning parameters. Then, we can
introduce;

"k (1, x) 1= ﬁ(”f"(-,"ﬁi)((z),z,x) > "éi(z,x))
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To relate this quantity to familiar concepts with which we all can relate, we say
that at the state (¢, x) € T x €, the player i is currently desperate if &’ (¢, x) = 0,
and euphoric if "« (¢, x) = 1. If the player is desperate, as the learning progresses,
either ” B will decrease, leading the player in some sense to accept the situation, or
" J¥ will assign higher values to underexplored strategies, encouraging the player
to explore them. One can further describe the player’s current situation using verbal
subcategories like

Desperate — Discouraged — Doubtful — Determined — Confident — Optimistic — Euphoric

which can be interpreted as partitions of k-values. Beyond providing a richer char-
acterization of a player, this notion can be incorporated into Definition 7 of equi-
librium by requiring

(ii’)
limsup sup "k’ (z,x) > «,
n—>o0 jeNp

and denoting it as (x, &, r, §)-uncertain equilibrium. In other words, we now search
for player designs that further achieve confidence.

In addition to the design of the player, the choice of equilibrium is also diverse.
For example, to recover the concept of Nash equilibrium, we can assume

(ii”) foralli € Ng and n € N large enough,

"It x) = Law("# ' (.1, x)) x Law("A% (-, £, x)) % -+

where we extend I to depend naturally on x, while removing dependence on «.
That is, players’ estimates yield the strategies of others, effectively meaning that
players are able to observe each other’s future strategies. If every estimate is prede-
termined as part of the setting and no randomness is involved, then, together with
condition (ii) in Definition 7, we recover that the players’ policies ¢ form a Nash
equilibrium.

Next, time-consistency, or Dynamic Programming Principle, can be naturally
introduced for any learning parameter and can likewise be required at equilibrium.
The most important and familiar one is for the value function: We say that the
estimate (T D, I.F, d) ) ylelds a time consistent value almost surely, if for any
(t,x) e TxS;and0 < Ty < T(t,x), it holds dP-a.s. that

/J(TO;c?),t,x,oz)ﬁ(c?),t,x)(da)=/ J(@,t,x,0)w(o,t,x)(da) (3.15)
Al Al
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where J(To; @, t, x,a) is defined exactly as in (3.6), but T is replaced by Ty. No-
tice that when Ty = ¢ and 7 yields the optimal control for each ® € 2, (3.15)
becomes

qAS(Z, x)=supJ(t,x,0)

r+T—1
:sup/ﬁEt’x’a[dA)(l‘-i-f,Xt_i_f)-i- > ﬁ(s,Xs,&(s,Xs))]f,(a;d&)
o JA s=t

which closely resembles the standard time-consistency, or Dynamic Programming
Principle, for the standard value function.

To illustrate how time consistency can be required of an estimation, we focus
on #; similar conditions can be formulated for 7", p, and I" as well.* The idea is
straightforward: the distribution induced by 7 (-, ¢, x) given a future state (7o, X7,),
should be the same as if the policy were formed at the state (7, x7,,). Formally, we
say that the estimate (f", p, [, F, (,5, 7) yields a time-consistent distribution over
controls almost surely at (¢, x) € T xSy if, forany t < Top <1t + YA“(Z, x)—1, and
XT, € St,, W(®, t, x) induces the same distribution as 7 (®, Ty, x7;,) on the space

AT @X):Tox70: - Here, the quotient space is defined similarly, with the relation
terminating at f + 7'(¢, x) — 1 instead of t + T (Tp, x7,) — 1.

3.1 Two player game example

In this section, we present a simple, repeatedly played two-player example. We
demonstrate that even with a fixed one-step horizon, players can exhibit non-
stationary dynamics. In this setting, both players learn transition costs F and the
actions of their opponents I, all within a fixed horizon T = 1. Our central ar-
gument is that formulating controls as an equilibrium does not adequately capture
the dynamic strategies continually employed by the players. To address this short-
coming, we construct learning algorithms that capture these dynamic strategies.
This example illustrates why a more general framework is necessary for effectively
modeling games, and it also heuristically highlights how the concept of equilibrium
is inherently shaped by the learning process and by the opponents themselves.
Consider fixed state and action spaces given by S = {0, 1} and A = [0, 1].
Players’ actions determine their transition probabilities at each step, and they can
only observe each other’s state. The first player loses $1 if the second player ap-
pears in state 1 but gains by increasing their own transition probability to state 1.

“4In our case, p is a single-step transition probability and is therefore automatically consistent.

20



The second player loses $1 if they are not in the same state. >

Let us note that, with a one-step horizon, there exists a unique Nash equilibrium
that the first player is unwilling to play. Of course, by virtue of Folk’s theorem, any
feasible outcome can be sustained in an infinitely repeated game. However, this
result explicitly relies on the assumption that players are certain about their oppo-
nents’ future actions over an indefinite horizon. This strong assumption allows for
almost any feasible value to be supported as an equilibrium, leaving the question of
which outcome will be observed without a clear answer. Moreover, since players
do not announce their strategies, searching for a Nash equilibrium with a larger
horizon does not necessarily model this game either. Such a search represents our
external attempts to formalize the players’ incentives. Instead, we emphasize once
again that the core element in games is the learning algorithms employed by the
players. These algorithms naturally govern the (random) evolution of probability
distributions over actions, which in turn is sufficient to understand the evolution of
the game.

Now, let us formally state the game. Consider fixed state and action spaces
given by S = {0,1} and A = [0, 1]. Suppose the players are not learning the
horizon or transition probabilities, that is, £ ,53; are constants yielding Ti =1
and p'(¢t,x,d,1) = a'. Initially, to specify the rules of the game and enable
comparison with the Nash equilibrium, we assume that the players are not learning
the state value or transition costs;

Fl(t,th,th,al,az) = cal,

oLt + I’th—i-l’XtZ'i‘l) - _I{Xz2+1=1}’
. 1 , 2 _
¢ (t—i-l,Xt—H’XH‘l)_ I{le—i-ﬁéth-i-l}’ =0

As mentioned, the first player wants the second player to move state 0, and the
second player wants to be in the same state as the first. However, since ¢ > 0, the
first player gains by increasing the oods of moving to state 1. Now, costs of each
player are

JUt,%,d) = ca' =P (X2 =1), J3(t,X,a) = -P" (X}, # XA,

PAYA(X2 =) =d?  PYEXY £ X2 ) =al +a?(1-2d")

(3.16)
From now on, since the one-step game does not depend on the current time or
state, we will drop them from notations. Let us also note that players make their
decisions simultaneously. One could instead formulate the game as turn-based, but
we aim to keep it as symmetric as possible, while excluding only the cost structure.

SWe mention their gains and losses in dollar amounts, to relate easily to a potential game we
might play in real life.
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Note that when the horizon is fixed at 1, there exists a unique Nash equilibrium
given by @ = (1,1). Although such an equilibrium exists, it is not necessarily
useful for characterizing the potential behaviors of the players. Once the first player
fixes the action of the second player, they lose awareness of the latter’s underlying
intentions.

Let us recap how the game is played from the perspective of the first player.
First, we determine a probability a! of transitioning to state 1, and receive a payoff
ca'. Then, we lose $1 if the other player ends up in state 1. From the perspective
of the second player, objective is simply to follow the other player. We observe the
past states of the other and attempt to end up in the same state, losing $1 otherwise.
Due to the simplicity of the game, behaviors that are expected to recur over time
can be generated. Starting with the second player, whose cost structure is simpler:

e Determine an acceptable level of noise in observing the other player’s state,
based on expectations. If recent observations consistently yield a particular
outcome (0 or 1) within the acceptable noise level, take the corresponding
action. Otherwise, begin exploring other actions, with rationale to penalize
the noise.

For the first player, the cost structure is slightly more intricate;

o If the second player consistently appears in state 0, explore larger actions to
reduce the cost (due to ca'). Continue increasing it until the second player
begins to appear in state 1 frequently enough to offset these gains.

e If the second player appears at 1, which is costly, switch to actions that are
not used recently. Continue exploring until the second player reappears in
state 0 regularly enough to keep the realized cost consistent with expecta-
tions.

In the next section, we construct a learning algorithm and numerically explore
how the corresponding behaviors evolve. We remark that a straightforward Q-
learning algorithm can be used to model the players. However, Q-learning models
only expected rewards for each action, it therefore converges to fixed actions and
lacks the underlying dynamics we aim to demonstrate. This underscores the same
point: it is crucial to incorporate the design of the player to understand games.

3.1.1 Details of the Learning Algorithm

We now introduce the relevant parts of the framework specific for this problem.
In general, each player models a transition cost F' and an estimate I" on the other
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player’s actions, relying on their observations held in the memory. Also, each
player has an expectation Basin (3.14), taken as a constant for simplicity.

Recall that observations of players are the realized states. That is, £! = £2 =
S, and observations in (3.10) are depending on the realizations of the states. Here,
QY and P* are determined by the random number generators that determines the
transitions of states for the players at each round. We then set the observations
O, 02 in equation (3.10) in an obvious manner. In the simulations, each player
keeps a memory of a certain length, recording the realized states and costs.

Now, let {N ll;’k}le be the i’th player simple feed-forward networks where
/\/'Ii"k : A — A. We then assing S’F : 8 — (A~ P(A))in (3.11) as the
empirical distribution formed by {\; I’Jk}k’s. That is,

K
" . . 1
npi = (O = E;;(SNPIC

Note that the parameters of networks are depending on the observations, which is
not explicit in notations as we view S’F yielding the network with such parameters.
To train these networks, after each step, players draw a batch of memories using
the multinomial distribution with higher weights assigned to recent observations.
Then, networks are getting trained to reduce the difference between estimated ac-
tion and observed state. ‘ .

Similarly, we denote {/\/’#}le, where J\/';;[ : [0,1] - R. We then set F :
Q x A — Rin(3.5)as

FU.d a") = ca' + Nt (@)a")., F*.d'.a%) = NpH@)(@?)

We identify (£, ') € Q = {1,.... K} x Q' where P assigns the first marginal as
uniform distribution over {1, ..., K}.° Each network \" ;;e is further random by the
virtue of dropout layers. Keeping the networks always in the training mode, one
generates a random function with positive dropout probabilities, and ' abstracts
this. Here,

8 — ((2,A) = R)

yielding ” F' and ¢'’s are taken as constant.
There are two objectives cost networks are training for: (i) there is an expected
cost coming from the predictions of action networks, which is (3.16) integrated

6As in the case of action networks, this is only for simplicity. One might assign and evolve
weights corresponding to networks, and capture more vibrant dynamics if the game is more sophis-
ticated. For example, one might keep a subset of networks as trusted ones (high weights), and let
other networks explore more wildly (low weights).
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as in (3.6). If action networks are not perfect, expected cost will not match the
observed expected cost. Cost networks are training to close this gap, by relying
on costs in the memory. (ii): players have expectations over what is best possible
as introduced in (3.14), which we took as constant for simplicity. Cost networks
are also trained such that the players do not get desperate. For example, if the
first player ends up with networks N, Il-’k’s taking values close to 1, independent
of the action, they start to play the Nash equilibrium (1, 1). That is, player 1 gets
desperate, and then adjusts the random component of cost to increase values of
other actions towards B! to start exploring them.
We note that (3.6) becomes

K
N 1 1.k 1,6, A1
Jl(z,a),al)zf];/\/F (@') +ca' + Np*(@')(@"), and
1 K
JZ(E,cf)’,az) — E ZNFZ,k(aZ) _,’_aZ(l _er%,k(aZ)) +N12:"e(6’(\)/)(612)
k=1

To draw an action from (3.9), players uniformly choose one cost network £ €
{1,..., K}, and observe one realization @' coming from dropout layers. Then,
Y! = 7' simply minimizes J? over ¢’ yielding e-optimal action, and plays it.

Before discussing the simulation results, let us mention that each parameter of
networks of course plays a significant role, and we coarsely tuned them by hand to
obtain simulations matching with expectations. Many of such parameters are taken
as constant. Changing to different constants might of course yield poor results.
On the other hand, generalizing them will improve the sophistication of agents
strategies. Besides the network parameters, there are more structural parameters
too. For example, what players are expecting as the best possible cost also changes
the characteristics of actions. Especially if the first player is expecting much better
than what is realistically possible, exploration gets out of hand. For an another
example, if the memory is very long and not forgetting, then the first player starts
to get advantage over the second player, as the second player becomes fixed after a
while and estimates that the other player will still frequently move to state 0. The
point we are aiming to convey here is that the learning algorithms of players are
crucial to characterize what is going to be realized in reality.

Now, let us annotate the simulation results. In Figure 1, the actions taken by
Player 1 (red) and Player 2 (blue) over 1000 games are plotted, with both players
starting from arbitrary initial estimations. While keeping Player 2’s parameters
constant, four plots illustrate variations in ¢, the incentive parameter for Player 1,
and B!, as defined in (3.14), which represents the expectation of Player 1. Thin
lines in the plots indicate the jumps between actions.
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Figure 1: Actions of Player 1 (red) and Player 2 (blue) over 1000 games, demon-
strating the impact of varying the incentive parameter ¢ and expectation B! for
Player 1, while Player 2’s parameters remain constant. Each subplot shows how
different incentives and expectations influence Player 1’s strategy and interaction
dynamics in this toy problem.

In subplot (a), Player 1 has a somewhat large incentive (¢ = 3/10) to take
larger actions, aiming for a reward of B! = 1/10. Thus, playing close to (0, 0)
does not suffice, and Player 1 searches for higher rewards, leading to frequent
changes between different phases. Notice that as soon as (a!,a?) approaches
(1, 1), Player 1 begins to explore and pushes the game back towards (0, 0). In sub-
plot (b), the incentive is much smaller (¢ = 1/20) and the expectation of Player 1 is
decreased to B! = —1/10. Consequently, Player 1 stays close to (0, 0) for longer,
before starting to think that Player 2 will always choose action 0. In subplots (c)
and (d), the incentive for Player 1 is really high (¢ = 1), making deviations from
(1, 1) unnecessary. Specifically, in subplot (d), Player 1 is satisfied with a reward
of 0, maintaining (1, 1) almost always. Conversely, in subplot (c) where Player 1
expects to get an unrealistic reward of 1, which requires Player 1 to play 1 while
Player 2 plays 0, exploration by Player 1 leads to worse results for both.
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We refer to the supplementary online repository [27] for the animation show-
ing the cost networks, action networks, and other observables in each case. We
point out that these estimations are not converging networks, instead dynamic and
yielding repeating patterns of behaviors.

We conclude this section by emphasizing once more that games are inherently
complex and that observed behaviors require a detailed representation of players.
In our working paper [28], we explore firm collusion in an online price competition
setting. In Calvano et al. [29], the authors model each firm using Q-learning. Each
firm maintains a single Q-function estimate, requiring an intensive training period
to populate the Q table, an approach that is infeasible in online learning situations
and offers little intuition about why collusion emerges. In [28], we design firms
as outlined in this section. Beyond observing rapid convergence, we aim to ex-
plain how collusion, or competition, is driven by firms’ design choices, potentially
offering policymakers better guidance for regulating price competition.

4 Stated Mean-Field Games

In this section, we will introduce a mean-field type version of the framework. It
is important to note that learning parameters are defined for each player individ-
ually. Therefore, embedding a mean-field game requires adjusting the learning
parameters of a representative agent to model infinitely many similar players. In
particular, to align with a similar structure in the literature, we assume that only r
will be learned, while other parameters (7A", p, F, 95) = (T, p, F, ¢) are modeled
by the representative player as known (and not learned). We will thus refer to this
case as the stated mean-field game.

Let the state space be S¢, S := | J,c S¢. and A be the common action space.
Set the canonical space Q2 := [ [, S; and introduce the set of controls as

A= {a:TxQxP(Q)—u& calt,x,u) e A, V(t,x,u) e T xSy xP(S,)}

As before, we require any function on T x Q x P(2) to be Markovian. Transition
probabilities are given as

pt.x, ,a;y) : TxQxP(Q)xAxS—RT, where
p(t, x, i, a;-) is a probability measure on S;, forallt € T,x € S;, u € P(Sy)
Next, along the idea that the representative agent is insignificant in the popula-
tion, we assume I" in (3.4) is constantas I" : T — P(P(S; x.A)). Here, P(S; x A)
corresponds to A in (3.4). In the case of countable players, indexing was keeping

track of the connection between the state and the control of individual players.
Here, state variable keeps track of distribution of controls used by the population.
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Now, given a particular estimation of the population E; € P(S; x A) by the
representative player at time ¢, introduce E5 € P(Ss x A) recursively as

Es+1(dy,da) :/ p(s,x,uSE,a(s,x,;LSE);dy)dEs(x,doz), Vi <s, (4.1)

S;

where ,usE := E4(-,.A). Note that & corresponds to (3.3) for the population.
If the second marginal of E is a Dirac measure §, independent of the state, we
call it homogeneous, as it models every individual player using a single control
a. Otherwise, we call it heterogeneous. In the homogeneous case, we do not
need to keep track of the flow of the distribution of controls. Moreover, in the
heterogeneous case, one can represent the flow of the population «= using a single
relaxed control instead of a distribution of controls. See [30] for the details.

Next, introduce the flow of the distribution for the representative player;

POEN (X = dy| Xy = %) = p(s, %, uf a(s, %, uf)rdy) Vi <5, (42)

with initial condition P©&%% (X, = x) = 1 where X is the canonical process.
Notice that the player is observing the distribution of the population ©=, given the
initial data E € P(S; x A).

Recall that we assume the cost is known and not learned. Moreover, while
defining (3.6), we started from the initial state x, and here we similarly start from
the current distribution u € P(S;). We will restrict the learning algorithm to yield
[ with its marginal on S; as a Dirac measure at . Then, similar to (3.6), we
assume the cost structure is given by

J(@, s x,a) = / J(t, 8;x,0)dT;(8), where I';((x, P(A))) = 1, and
P(S[X.A)
t+T—1

I8 x,0) = EE p(Xopr o)+ Y Fls Xoonf ol X n) .

= 4.3)
Set My as the space of all such functions (T x P(R2) x 2 x A — R). Let us note
that, we are mainly interested in the static {0, ..., T} problem for simplicity. One
can dynamically set T=T-1 (and repeats after T') by the learning algorithm to
create a dynamic version. Or one might evolve the game indefinitely, keeping the
T fixed if the structure allows it.
Given the cost, we now need to estimate the optimal controls by the learning
parameter
A:TxPQR)xQ—>A

There is no randomness in the value, and assuming that the value is sufficiently
representative, we don’t further impose randomness in the policy. Thus, given that
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representative player is able to solve for the optimal control, 7 becomes determin-
istic, taking values on the set of optimal controls. Moreover, behavior is simply
Y (7) = ((¢, u; x) — 7 (¢, u; x)). Due to the time-consistency, optimal policy de-
termined at an initial condition stays optimal, but we will rely only on 7 to generate
observations rather than the behavior.

Let us briefly recap the mean-field framework. We assume that the represen-
tative player starts with an initial guess of the population distribution over states
and controls, determines the corresponding optimal control, and, relying on the
assumption that everyone else is exactly the same, generates further observations
using the chosen learning algorithm. Equivalently, one can say that there are in-
finitely many such players actually playing the game and observing the distribution
of players, however, our framing is more consistent with applications. For exam-
ple, let us consider a portfolio liquidation problem that someone faces in a financial
market. Instead of solving an optimization problem without acknowledging that
there are other players also facing a similar problem, as a first order approach with-
out actually having information about other players, the player can model there is
a distribution of others facing exactly the same problem.

Finally, we are ready to introduce the observations and the learning algorithm.
Let £ = P(P(S x .A)) be the space of observables, and let & denote the space of
finite sequences of £. Recall that the learning algorithm is a mapping £, : & —
M, where the player’s estimation at age n is "&£, := £,("O). Here, O : N — &
represents the increasing sequence of observations. To provide intuition, we will
construct a simple but explicit learning algorithm for £r:

Suppose that the current distribution of the population at time 0 is & € P(Sp)
and is fixed as given. We, as the representative player, start with an initial guess
00 =0g = S(M,b’oa) for some %«. That is, our initial observation is doz. Then,

we determine the population flow MOE using (4.1), our flow P’ L@ using (4.2),
and solve the optimization problem to find an optimal control .

Now, following the fixed point idea, we learned that if the population is using
O, it is optimal to use '«. Since every player is equivalent, we may deduce that
the population will use ' with some probability ¢, and use %o otherwise. That is,
we set the learning algorithm as

Lr(uso,) = Busr,) + (1= 8usy,) =0

Notice that, for simplicity, we are assuming a homogeneous population. That is,
everyone is assumed to be using a single control. Once can, for example, formulate
it as a portion of the population will use 'o. Next, we can repeat the same proce-

dure to find another optimal control under the guess ['=¢&r (6§ (M’ggoa)), denoted as

2, and so on. In general, our naive learning algorithm depends only on the last
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observation, defined as
Lr("0) i=c 8y ) +1—0) "0, 0<c<1 (4.4)

where we took O € P(P(Sp x .A)) as a single observation rather than a sequence
to simplify notation, and T« is an optimal control under " O.

Let us remark on the similarity between the fictitious play-type algorithms in-
troduced in Cardaliaguet-Hadikhanloo [31]. In fictitious play, one also starts with
an initial guess 8o, and finds the optimal 'a. A crucial difference, however, is
that fictitious play considers the weighted average of ,uOE and /Ll € to find the next
optimal control 2. That is, the cost structure becomes

JﬁctitiousU’ ,u;x,oz) - J(l,/
P

Edf‘(E);x,oc)
(SixA)

for J as in (4.3), with the T" induced by the same & but solving a different op-
timization. We leave the question of whether these approaches are equivalent for
potential games to future research, which is a key assumption in [31] for the con-
vergence result.

Lastly, we rephrase the definition of uncertain equilibrium with notations as
in Section 2, and we explicitly compute the equilibrium under this basic learning
algorithm in the next section.

Definition 8 (Uncertain Equilibria of stated Mean-Field Games) We say that a
player (O, 8r, 8%, Y) admit *Y € M~ as an (&, §)-uncertain equilibrium under
the metric d on M~ at (t,x, 1) € T x S; x P(S;), if for any prior °a € A,

(i)
limsup (sup " J (¢, s x, &) =" J(-."7) (1, psx)) < &

n—>00 geA

(ii)
liminfd(*Y,"Y) < §

n—-oo

4.1 One step stated mean-field game examples

We now present two examples in which we can explicitly compute and contrast
the relaxed equilibrium and uncertain equilibrium under the learning algorithm
described in (4.4). In the first example, while there is no standard Nash equilibrium,
a relaxed equilibrium does exist. Conversely, in the second example, due to the
cost function being discontinuous, there is no relaxed equilibrium; however, the
uncertain equilibrium remains unchanged.
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Example 1 Set S = {0,1}, T = {0, 1}, the action space A = [0, 1], and the
transition probability

p0,x,a,u;1) =a, pO0,x,a,u;0)=1—a

Furthermore, introduce the cost as

J(E:a) == EP®“ [¢(X1,uf‘) + F(oz)]
where ¢ (x. 1) = 2lu(D? ~ 41— pyu(D). and F(@) = (|l + )

Then, there exists no standard Nash equilibrium and a unique relaxed equilibrium
%(80 + 81). The learning algorithm described in (4.4) oscillates around %(550 +
8s,) € P(P(A)), and induces an action distribution 8o or 81 infinitely often.

Proof First, let us argue that there exists no standard Nash equilibrium. Main
idea is, if the population distribution is symmetric 1 (1) = uZ(0) = 1/2, then
the optimal actions are {0, 1}. Whenever ,uig (1) > 1/2, optimal action becomes
0 and otherwise 1. That is, every player tries to stay away from the majority and
there cannot be a deterministic fixed point.

As for the standard Nash equilibrium population is homogeneous, (4.1) simpli-
fies to

pi(1) = puf)=a
whenever the population is taking the action a € A, independent of the initial

distribution. For the representative player, we reserve @ = «(0, x) and compute
the cost;

J(@a,a) = J(E:a) = 2| (D> —4p*(HPE* (X, = 1) + |a®> + a
=2a%—4ad + |a|* +a
since it is quadratic in @, maximum occurs only if @ € {0, 1}. Thus, noting that
J(.a) =lal* +a. J(.a)=2+a* -3a

there exists no standard Nash equilibrium.

Now, to compute the relaxed equilibrium, we know from [30] that it is equiv-
alent to consider the heterogeneous case. Thus, as the initial distribution is ir-
relevant, let 29 € P(A) = P(A). Since there is only a single time step, the
distribution of controls doesn’t evolve either and (4.1) becomes

E(l,da) := E1(1,da) = aE¢(da),

pZ1) = uZ(1) = 8(1,A) :/ aZo(da)

)

30



Then,
J(Bo:a) := J(E;a) = 2[uB(D)> —4|uE(Dla + |a|* +a

and in this case, again from [30], equilibrium means that every action in the support
of E¢ is optimal. It is easy to check that if = (1) # 1/2, then the optimal action
is either 0 or 1 and there cannot be any equilibrium. If 1= (1) = 1/2, then both 0
and 1 are optimal. Thus, B¢ = %(80 + 81) corresponds to the relaxed equilibrium,
since any action in the support is optimal.

Lastly, let us discuss the convergence of (4.4). Consider any I' = >, ¢;ds ;
which is an element of P(P(A)) if ), ¢; = 1 representing any homogeneoﬁs
estimate for the action of the population. Then, under appropriate notational sim-
plifications of this example, (4.3) becomes

J(@) :/ J(E.@)dT(8) = Y _¢iJ(84;.4)
P(A) ;
= 2ZCi|ai|2 —4&2@‘61,‘ + |C~l|2 +a
i i

which is exactly as before a quadratic polynomial in @, hence optimal value occurs
at either O or 1. Therefore, the algorithm (4.4) will quickly converge to a distri-
bution having 8o, 8; € P(A) in its support, and the contribution from the initial
guess will diminish with the factor (1 —¢)”. Moreover, as the optimal a@ becomes 0
or 1 depending on the estimated average of the population similarly as before, the
algorithm will oscillate around %(850 + Js,). Note that, by adjusting the constant
parameter ¢ in (4.4), one can achieve exact convergence too’. Here, since 7 is
computed exactly as either §o or 61, we also observe that the induced distribution
oscillates in between them infinitely often. |

Example 2 Set S = [0,1], T = {0, 1}, the action space A = [0, 1], and the
transition probability
p0,x,a, u;dy) = 6,4
Furthermore, introduce a discontinuous cost as
J(E:a) :=EP~| X01, —X01, .
(= o)~ Pzt
where 1% = f[o 11X du®. Whereas no relaxed equilibrium exists, the learning

algorithm described in (4.4) again oscillates around %(550 +3s,) € P(P(A)), and
induces an action distribution 8¢ or 81 infinitely often.

7Let us briefly take attention to the importance of the design of the learning algorithm, even for
this simple setting. If the parameter ¢ diminishes very fast with n, then one can conclude either &g
or §1 is optimal depending on the initial condition.
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Proof The essence of this example is similar to that in Example 1. It is clear that
there exists no relaxed equilibrium, as the optimal action is either 8¢ or §; under
any value of /liw‘, and neither constitutes an equilibrium.

For the learning algorithm (4.4), although the cost function is computed differ-
ently than in Example 1, 7 behaves exactly the same, depending on the population
average. Thus, there is no difference from Example 1.

|

S Reinforcement Learning

In this section, we review several core reinforcement-learning methods using the
terminology developed within this framework. Our goal is not to survey the ex-
tensive literature, but rather to emphasize the complexity inherent in player de-
sign. In the following subsection, we consider the framework of Section 3 in the
single-player setting to illustrate a learning method that does not primarily rely on
Bellman-type updates. In the following subsection, we review multi-agent rein-
forcement learning methods.
Let us first review some main categories before detailing them further.

(i) Value-based design: The player (O, £y, T) is defined so that the learning
algorithms take the form £, : & x My, x My — M, and the behavior is
given by T : My, — M~y. A simple example is My, := {S x A — R} and
My :={S — A}, where Y yields the maximizing argument over A.

(ii) Policy-based design: The player (O, Y) does not rely on an estimate but
instead trains the behavior directly. Here, the behavior takes the form Y :
& x MT d MT.

(iii) Actor-critic design: The player (O, £,, T) is defined so that the behavior
takes the form T : & x My X My — M~y. Here, estimations are trained
similarly to value-based designs and are used to enhance the training of the
policy-based behavior. The learning algorithms might also, and typically do,
take the form £y, : & x My X My — My, if they aim to learn the value
estimate corresponding to the current behavior.

The simplest illustration is vanilla Q-learning. The agent maintains a single
estimation space
Mo :={0:SxA—->R}

and, after training, adjusts the behavior to act greedily:

T: Mg — My T(Q) =argmax Q(-,a) € {S — A}
acA
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The learning algorithm, £ 9: E X My x My — M, implemented, for example, via
temporal-difference updates, iteratively adjusts the estimates to assign higher val-
ues to favorable outcomes while preserving their time consistency. In this method,
enforcing consistency before the value estimates are well trained often leads to in-
stability. To mitigate this, one may introduce a slower-moving “target” network to
anchor the estimates while continuing to explore, employ two value networks with
decoupled or conservative targets to reduce overestimation bias or apply additional
regularization terms to stabilize both the estimation and behavioral updates. See,
for example, [32, 33, 34, 35, 36] for foundational and modern off-policy imple-
mentations.

In on-policy learning, the estimates aim to capture the value of the current
behavior. This mitigates instabilities that arise from enforcing consistency early
in training, but at the expense of making past observations less useful because
the behavior continually evolves. See, for example, [37, 38, 39]. For training
such estimates, which we do not elaborate on here, see also [40, 41] for important
methodological considerations.

Distributional RL addresses the setting in which estimates represent distribu-
tions rather than expectations, with estimates taking the form My, : {S x A —
P(R)}. See, for example, [26, 42, 43, 44]. In the next subsection, we present a toy
example in which the estimates are random variables, M, : {fz xS — R}, similar
to the concept of ensemble methods such as [45]

Model-based RL incorporates further spaces of estimations for the upcoming
observations. As we briefly mentioned in Section 2, such estimates may include fu-
ture states, rewards, and actions. Furthermore, one might first consider embeddings
of the observations to facilitate predicting future embeddings. See, for example,
[46, 47, 48] for some modern implementations.

Once players have an estimate for future observations, they can plan for the
future in a time-inconsistent manner. Similar to the consideration in Section 3,
suppose an estimated policy takes values in the space of controls rather than ac-
tions. In such cases, the plan devised for a potential future observation may differ
from what is actually planned when that situation is realized. This is expected,
as the player tailors its efforts to the current situation. This is an important gen-
eralization, which is typically absent in model-free approaches, and suggests that
time-consistency is an important but not fundamental property. We will mention
three approaches in this direction:

e Model Predictive Control and its modern applications in RL can be seen as a
direct example. See, for instance, [49, 50].

e Monte Carlo Tree Search methods also plan into the future, using policy solely
to better evaluate the current possible actions; see, for example, [51, 52, 53].

e Hierarchical methods include additional estimations that assign goals to the be-
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havior. This enables the generation of diverse strategies and, in the case of model-
free implementations, introduces a form of time inconsistency. However, rather
than discarding the future plan, the player commits to the assigned goal. This
provides the flexibility to behave differently later, depending on the previously as-
signed goal; see, for example, [54, 55, 56].

Next, we briefly mention methods for learning representations from observa-
tions. The main objective is to reduce the complexity of the observations while
retaining a representation that is sufficiently rich for the task at hand. Broadly
speaking, one may consider predictive or contrastive objectives. For predictive
objectives, see for example, [46, 48, 57]. Contrastive objectives aim to leverage in-
variance and discriminability, grouping similar” observations together while sep-
arating “’dissimilar” ones. Examples include [58, 59, 60].

Not only learning observations is important, but exploring the diversity of those
observations is also crucial. A widely adopted strategy is to provide intrinsic re-
wards. For example, a player may favor observations where internal estimations
are failing to accurately predict their targets. See, for example, [61, 62, 63]. An-
other approach is to promote unfamiliar states to the player, such as, [64, 65, 66].

To conclude this brief overview, we point out that even when there is only a sin-
gle decision-maker, setting up an environment through a Markov decision process
(or one of its variants) does not capture the full picture. Optimization is, of course,
crucial for formalizing which observations are preferred, and it provides strong
guidance for designing the players, as previously discussed. However, when many
players interact, seeking compatible strategies without accounting for their internal
estimations does not necessarily provide clear guidance on which observations are
going to be favored by the players. We remark that, in Definition 7 of uncertain
equilibrium, each player optimizes their own objective.

5.1 A learning algorithm for CartPole

We first briefly illustrate a method for learning CartPole. The goal is not to propose
a better learning method, but a novel one to draw an attention to potential variety of
learning algorithms for forming estimations. We learn qAﬁ with fixed horizon T = 8.
It is a value-based method with model given. We trained value networks without
Bellman-type updates and instead promote such time-consistency afterwards.

Let us revisit the basics of the CartPole problem. The state space is S = R*
representing position, velocity, angle, and angular velocity. The action space is
A = {0, 1}, where the actions represent applying force to the left or right of the
cart. The goal is to keep the pole attached to the cart in the upright position.

The player has a memory, a function of observations, for recording observa-
tions, including states, actions, and episode-level evaluations. After each episode,
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a performance metric is computed as the average of the agent’s relative and abso-
lute performance, and assigned as the evaluation of the episode. Here, the relative
performance is computed from the players moving average of how many steps pole
was upright. The absolute performance is computed depending on the maximum
potential steps, which is 500.

In this problem, p is deterministic and can be learned. However, as it is not of
our interest, we took it as given. We also set F=0to only model the state values

qAS. Introduce {N ;f }fil for some Ky € N as neural networks S — R for state
values. Let £4 : & x My — (2 xS — R, ) and
Kg
8¢(n(’),n_1¢3) = Z/\/g 1y (@), o€ Q= {1,....Kg}, and P uniform.
k=1

Here, ”(;AS = L4 ("0, ”_1¢A>) is representing abstractly the whole training process.
P is taken as uniform means that the player has no information about which net-
work is providing better estimations, which is again for simplicity only. We took
the range of each \/ ;f as [0, 100], and trained these networks relying on the mem-
ory. After 6 episodes, the player goes over the memory to recall best and worst per-
formances, and forms clusters of states to assign higher or lower values to them.
We note that, values are changing as the performance increase over time. Also,
the training is not done by assigning expected values, but instead directly assigns
higher or lower values. Then, we separately promoted time-consistency of these
assignments.

To ensure that the value networks are properly trained, we consider the set of
all controls AT = {0, 1}7 and index them by {ak}iil 2 Then, we let € : My —
QxQxS—>AT)as

Ky 2T

=3 S,y (@)1gy(@)  where, @ € Q= {1.....2"}.
k=1£¢=1

~ 1 ~ XA
P(®,®d) := 7 CXP (J(@,x,a®)), and J(, x;) = EP [¢C. X7)]
Here, we extended the probability space by adding € to separately keep track of

randomness coming from value networks, and the policy that they induce. P is
also now viewed as a probability over Q x Q, and Z is the normalizing constant.

8We note that it is considerably easier learning controls in this simple setting, since AT s finite.
We first included a separate policy learning to generate a small amount of controls, and aimed to use
value networks to select from them, but the player performs quite well even without properly trained
value networks. Hence, we omitted from the discussion and evaluate all of the potential controls to
make sure value is well-trained.
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Figure 2: Performance of the CartPole Game Across 10 Selected Runs. The x-
axis represents the number of games (or episodes), while the y-axis shows the total
reward for each episode. Each line corresponds to one of the best 10 runs out of 32,
with lines showing the moving average calculated from up to the last 100 episodes.

_ Lastly, given (¢, 7) as (£4,L7)("0O), the behavior T : My x Mz — (Q x
Q xS — A) is taken as

K¢ 2T

Y@@, X) =D > 8ue Ly (@)1 (@)

k=1{=1

In fact, the behavior commits for 7" steps, but that would need to introduce the
parameter ¢ and we omitted it for brevity. See Figure 2 for the performance, and
refer to the repository [67] for implementation details. Automatically generated
reports, produced using LLMs, are also provided to enhance the accessibility of
the implementation.

5.2 Multi-agent Reinforcement Learning

Our aim in this section is to provide a broad view of the multi-agent reinforce-
ment learning literature through the lens of the language developed in this work.
Once multiple players are present, relevant considerations expand dramatically.
Agents may model opponents, communicate, teach, manipulate, or form tempo-
rary alliances, and it is difficult to place principled bounds on such possibilities.

36



In particular, if a collection of agents is capable of developing a language to com-
municate observations or situations they have encountered, this opens the door
to higher-order interactions: agents may revisit past experiences, reassess estima-
tions, propose alternative plans, negotiate over future actions, implement voting
mechanisms, or assign specialized roles within the group. While such behaviors
are routine for us, they illustrate how rich multi-agent learning can become once
agents are viewed as structured decision-makers rather than as static policies.

We begin by mentioning a major line of work in multi-agent learning, which
is motivated by convergence to equilibrium via regret minimization. Initiated by
[68] in games with incomplete information, these methods iteratively update poli-
cies so as to minimize regret, thereby converging to unexploitable strategies. This
approach has led to notable success in heads-up limit Hold’em poker [69]. Subse-
quent work has focused on scaling beyond tabular representations, including neural
network approximations [70] and their integration with search-based planning [71].
This line of research is fundamentally equilibrium-oriented. From the perspective
of a central designer seeking stable strategies to announce, such methods play a
crucial role. However, as our focus is on player design rather than equilibrium
computation, we do not pursue this direction further. We refer the interested reader
to earlier equilibrium-motivated approaches based on Q-learning [72], and to [73]
for an analysis of convergence dynamics in differentiable games.

To extend value-based designs to multi-agent settings, one direct approach is to
treat each player as unaware of the others and to regard the remaining players as an
unknown component of the environment. In this case, each player (0", iQ, 1)

still relies on a single type of estimate, such as MiQ = {S x A’ — R}, together

with a common behavior Y?. However, unlike the single-agent setting, the opti-
mization target of the learning algorithms is no longer fixed by the environment,
since the behaviors of other players are themselves evolving.’

Without allowing players to explicitly acquire additional estimates about their
opponents, one can still couple them through a shared estimate. A large body
of the literature studies this centralized-training—decentralized-execution regime,
primarily in cooperative settings. Since the learning algorithm is centralized, the
training phase is more naturally viewed as a single player ((5, Lo, T) with high-
dimensional observations and behaviors.

Consider, for example, a shared estimate space Mg = {S x A > R} with

learning algorithm £¢ : & x Q/\T{Q X Mg — Q/\T{Q X Mg. As long as Y de-

9For simplicity, we write estimates as functions of the state S. In practice, observations are often
processed through additional estimates, such as recurrent neural networks, and the output space of
those estimates is used instead. We omit such considerations to focus on what is new in the multi-
agent case.
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pends only on M, once training is complete, one can define individual players as

(OF, &1, Y"), where £’ yields Q' as a constant in order to freeze training.

There are several ways to realize such a single-player formulation. For in-
stance, in [74], the authors define Q as the sum of the individual Qi ’s. In [75],
this approach is generalized by introducing an additional estimate ¢ : e/;(Q — Mo
satisfying dgi¢ > 0, ensuring that the learned estimates Q' respect each player’s
local maximization behavior. In [76], the authors further generalize this frame-
work by relaxing the monotonicity constraint and introducing consistency con-
ditions that allow a broader class of decompositions while preserving individual
players’ behavior. Finally, in [77], the analysis is carried out in the advantage
space by introducing two estimates V' and A to define Q, while maintaining a
general representation.

The same centralization idea can also be applied to actor—critic designs. In this
case, the planned behavior nY e e/\7(7 of the central (single) agent is fixed after
training, and the individual agents are equipped with mappings Y* that constantly
yield "Y? € ML

In [78], the authors apply a deterministic policy gradient method with a central
player ((5, fiQ, ?), where

iQ:éx,AT(Qx;fegMi,
T":SixeM’.QxeM%(%eM’.,

and ‘MlT = {S' - A}, M’Q = {§ x A — R}. In [79], the authors consider
stochastic policy gradients, and hence QM%( = {Q¥* x S — A’} when written as a
random variable. They introduce an advantage estimate that compares the current
O estimate to an average taken over the planned behavior Y, in order to provide
individual credit assignment. In [80], the authors demonstrate the effectiveness
of proximal policy optimization in this regime. This core method has also been
successfully used in large-scale systems such as OpenAl Five for Dota 2 [81].

In this centralized regime, communication has also been studied extensively in
the literature. In this context, communication often refers to the introduction of
two additional estimates. First, each agent constructs messages from its individual
observations, taking values in a Euclidean space, C € M’é = {§! — Rk}
Second, each player maintains an estimate that aggregates the incoming messages,
D e eMﬁ) = {I@k — R¥"}. Within this framework, the learning algorithm of the
central player can, for example, be formulated as

/QQ:éXMCxJ;{DXQ/\ZQXMQ%McXﬂDXMQXMQ
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allowing the estimates C and D to be updated jointly with the value estimates, for
instance via backpropagation. The value functions may then incorporate the aggre-
gated messages in their domain, MiQ = {S x Al x RK — R}, or, alternatively,
the planned behavior itself may be defined to depend explicitly on the aggregated
messages.

In [82], the authors implement communication both in independent Q-learning
and in a centralized variant, following the general structure described above. In
[83], the authors augment messages with a notion of directionality, allowing each
agent to attend to incoming messages along a chosen direction. In [84], the authors
adopt a centralized single-agent perspective, and introduce multiple communica-
tion layers D', D2, D3, ..., in which messages are iteratively averaged. This ar-
chitecture enables agents to communicate at higher levels, even when they are not
directly connected. In [85], the authors extend this line of work to settings with
individual agents, including competitive scenarios, and introduce a gating mecha-
nism that allows agents to learn when to exchange messages and when to remain
silent. In [86], attention mechanisms are used to aggregate messages across mul-
tiple communication layers. Finally, in [87], the attention-based framework is fur-
ther extended by incorporating a gating mechanism through a learnable adjacency
matrix, treating the communication graph itself as a differentiable estimate.

A large-scale project worth mentioning in the context of communication is
[88], which studies the turn-based game Diplomacy, a setting that allows natural-
language communication between players. The authors train a large language
model on human gameplay data to generate dialogue and introduce explicit es-
timates of opponents’ intents. Policies are then learned in a manner grounded in
human play, integrating strategic decision-making with models of communication
and inferred opponent intentions. In effect, this approach constructs a richly struc-
tured model of a human player. This example further illustrates that such games
cannot be adequately captured by standard external formulations.

We remark that the above example already includes elements of opponent mod-
eling. Let us mention a few important works on opponent modeling. Depending
on the structure of the game, it may suffice for a player to observe how other agents
influence the state of the game. For example, in another large-scale project [89],
the authors train independent agents for the game StarCraft 11, where players com-
pete through carefully designed self-play as well as against opponents constructed
to exploit their strategies, with policies guided in part by human gameplay data.
However, a more sophisticated player may need to maintain explicit estimates ded-
icated to its opponents. In [90], the authors introduce an additional estimate that
constructs an embedding of the opponent based on observations. First, they ex-
tend the Q-function to incorporate this embedding as an additional input. Second,
they consider a collection of Q-functions and use the learned embedding to as-
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sign weights to them. In these approaches, the learning algorithm for the opponent
embedding is initially embedded within the learning procedure for the standard
Q-estimate. Finally, the authors propose introducing a separate learning algorithm
specifically for the opponent embedding in order to enhance its expressiveness. In
[91], rather than constructing a full model of a player, the authors focus on learning
a particular estimate for characterizing an observed opponent. They introduce one
estimate that aggregates information across observations from multiple episodes
of the observed player, and a second estimate that depends on the first while in-
corporating partial observations within a single episode. Together with the current
observation, the outputs of these two estimates are then used as inputs to a third es-
timate, whose learning objective is to predict properties of the opponent being ob-
served. In [92], the authors introduce intrinsic rewards for influencing the behavior
of other agents, and demonstrate that accounting for such influence can promote
coordination and communication. They further show that these intrinsic rewards
can be trained in a decentralized manner, provided that agents acquire predictive
estimates of other agents’ action distributions.

We have aimed to emphasize the importance of player design. The literature is
extensive and spans many different directions. To illustrate how broad the design
space can be, we conclude by pointing to recent works in which players incorporate
large language models as part of their estimates. For example, [93] demonstrates
the emergence of believable human behavior, while [94, 95] introduce teams of
agents designed for collaborative software development.

6 Conclusion

We have reframed the problem of decision-making from the perspective of the
player and, in essence, abstracted the constructions in reinforcement learning. Tra-
ditional approaches adopt a viewpoint external to the players. Even when there
is a single decision-maker, the external setting may guide the design but does not
suffice to capture the required complexity. When many players interact, consider-
ing only compatible strategies is not a sufficiently rich objective, particularly for
competing players.

Our broader vision is to emphasize the inherent complexity of intelligent be-
havior. We do not act through a single estimate, but through dynamically evolving
layers of estimations and behaviors: structures capable of working with any stream
of observations, adapting to novel situations, reconstructing, planning, and pre-
dicting; forming diverse values both individually and collectively. Understanding
how a dynamical system achieves such complexity remains far beyond our reach,
but this work aims to provide the foundational definitions for initiating a formal
approach.
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